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Abstract

In this paper, a generalized lattice Boltzmann model for simulating fluid flow in porous media at the representative volume element scale is extended towards applications of hydraulically and naturally fractured reservoirs. The key element within the model is the development of boundary conditions for a vertical well and horizontal fracture with minimal node usage. In addition, the governing non-dimensional equations are derived and a new set of dimensionless numbers are presented for the simulation of a fractured reservoir system. Homogenous and heterogenous vertical well and fracture systems are simulated and verified against commercial reservoir simulation suites. Results are in excellent agreement to analytical and finite difference solutions.

Keywords: Lattice Boltzmann, Fracture Simulation, Dimensional Analysis, Generalized Navier Stokes, Reservoir Simulation

1. Introduction

This paper will provide a numerical methodology for the simulation of fluid flow through a fractured reservoir system (FRS); the goal of which is to optimize fluid production while reducing the cost associated with improper characterization of the subsurface environment. We will focus on two aspects of the FRS considered most pivotal: first, the complex boundary geometries present within the FRS between the fracture and surrounding porous medium, and second, the various flow regimes present within the FRS at various scales.

The FRS, distinct from the porous rock matrix, provides high conductive pathways for fluid flow. The majority of fluid production comes from these high conductive pathways and the neighboring porous matrix, and so, the geometry of the FRS is a primary indicator of future fluid production [1, 2]. The rate of production is also heavily dependent on the accelerating elements within the flow field. In a reservoir where fluid flows only through the porous rock matrix, Darcy flow is the primary flow regime [3]. However, in the FRS, inertial flows and non-linear damping flows play a significant part in the evolution of the flow field [4, 5, 6]. It is necessary, therefore, for a FRS simulation tool to address both the complex boundary geometries and the multiple accelerating elements present in the flow field.

Fluid flow in porous media at the field scale is most popularly modeled through finite element, finite volume, and finite difference methods [7]. To capture the cross flow between the porous rock matrix and the embedded fracture network, these methods incorporate single-porosity, dual-porosity, and discrete fracture models [8, 9, 10]. However, due to the challenges behind the implementation of these methods, and the high computational cost associated with capturing the geometry of the FRS, many in practice choose to idealize the fracture geometry [11, 12, 13].

Instead of simulating the FRS within the finite element/volume/difference framework, we propose a different simulation paradigm for the FRS using the lattice Boltzmann method (LBM). The LBM has fundamental properties, which make the method an attractive alternative - including the ability to capture multiple flow regimes of a slightly compressible fluid [14] as well as fine grained system resolution, while maintaining computational efficiency through simple parallelization procedures [15, 16]. Originally developed from the Lattice Gas Automata, the LBM has been successfully applied to fluid flow through porous medium at the pore scale [14]. However, sufficient pore geometry information is unavailable at the field scale, and so the LBM was modified to simulate flow over the representative volume element (REV) [17, 18, 19].

Most recently, Guo et al. [20] developed a generalized LBM (GLBM) for the simulation of isothermal slightly compressible porous flows at the REV scale. In comparison to previous REV scale LBM, the GLBM includes convective accelerating elements in addition to linear and non-linear damping terms - perfect for the simulation of fluid flow through a FRS.

In this work, we extend the Guo et al. model to the FRS. To fully integrate the GLBM into a reservoir simulation tool, a GLBM FRS is proposed, which addresses the development of boundary conditions along the interface of the fracture network and the surrounding porous media. In addition, the GLBM FRS also provides a derivation of the governing dimensionless equations and a comprehensive methodology for the conversion between the lattice system and the physical system.

The GLBM provides a numerical solution to a slightly compressible fluid governed by a generalized Navier-Stokes equation, which can be applied equally to aquifers or oil reservoirs.
The groundwater flow equations presented here have analogs in other fields of study, and so for the purpose of inclusion, this material is generalized to all flows in porous media.

The format of this paper is as follows: an overview of the LBM and the GLBM at the REV scale is given. We then will present the GLBM FRS. All derivations can be found in the appendices. Results for a homogenous and heterogenous reservoir are presented and validated against a finite difference commercial reservoir simulation software, Eclipse by Schlumberger [21]. This is the first attempt to verify the GLBM in FRS against commercial reservoir simulation software.

2. The Lattice Boltzmann Method

2.1. An Overview

Two approaches are employed in fluid simulations, commonly classified as bottom-up and top-down. In the top-down approach, the governing macroscopic fluid equations are discretized in time and space - what we referred to as a conventional simulation technique [7]. In the bottom-up approach, individual particles are tracked and their sum behavior represents macroscopic fluid properties. The lattice Boltzmann method is found to exist at a scale neatly between the two. The following section will provide an overview of the LBM. We will begin with the kinetic description of a fluid.

A fluid is characterized as a collection of particles. The LBM treats this particle ensemble as a distribution function. The distribution states the amount of particles within the system associated with a specified velocity for all possible velocities. The Maxwell Boltzmann distribution, given by Eq. 1, provides the velocity distribution of a particle ensemble under the condition of point-like, structureless particles,

\[
f(v) = \sqrt{\frac{m}{2\pi kT}} \frac{1}{4\pi v^2} e^{-\frac{mv^2}{2kT}}
\]  

where \(f\) is the particle distribution, \(v\) is the velocity, \(m\) is the particle mass, and \(kT\) is the product of the Boltzmann constant and system temperature [14].

The Maxwell-Boltzmann distribution is both a probability distribution and also a density distribution. This difference in nomenclature arises from whether we apply the distribution to a single particle or a group. In the case of a single particle, the Maxwell-Boltzmann distribution represents the most probable particle speed. For the case of an ensemble, the integral of the distribution function will yield the fluid density, shown in Fig. 1.

The Boltzmann transport equation, shown in Eq. 2, is the time evolution of the distribution function [22].

\[
D_t f = \left[ \frac{\partial t}{m} \cdot \frac{\partial}{\partial x} + F \cdot \frac{\partial}{\partial p} \right] f(x, p, t) = \Omega
\]  

The evolution of the particle ensemble consists of streaming from one location to the next and the collision between other particle ensembles. The left hand side of the transport equation is the streaming step, or the spatial translation of the distribution function, under the influence of an external body force \(F\), where

\(p\) is the particle momentum. The right hand side shows the effect due to collision between particles, \(\Omega\). Collision results in a transfer of momentum, also referred to as a relaxation to local equilibrium [23]. Fig. 2 is a visual representation of these interactions.

So far, we have only considered how particle ensembles move and interact within the continuous regime. However, we cannot compute for infinite degrees of freedom and so for the purposes of numerical simulation, the density distribution function and the Boltzmann transport equation must be discretized. The process of discretization is shown visually in Fig. 3.

The lattice Boltzmann equation (LBE), shown in Eq. 3 is the first order discretization of the continuous Boltzmann transport equation.
where the collision term \( \Omega \) is approximated through a BGK operator \([24]\). This approximation states that the rate at which the streamed distribution function relaxes towards local equilibrium \([24]\). This approximation states that the rate at which the streamed distribution function relaxes towards local equilibrium \([24]\). This approximation states that the rate at which

\[ f_i(x + e_i \delta_t + t \delta_d) = f_i(x, t) - \frac{f_i(x, t) - f_{eq}^i(x, t)}{\tau} \]  

(3)

Here, the collision term \( \Omega \) is approximated through a BGK operator \([24]\). This approximation states that the rate at which the streamed distribution function relaxes towards local equilibrium is governed by the relaxation parameter \( \tau \). The subscript \( i \) indicates the direction associated with the D2Q9 lattice \([14]\).

Next, the equilibrium distribution function is discretized over velocity space, given by Eq. 4.

\[ f_{eq}^i = w_i \rho \left[ 1 + \frac{e_i \cdot u}{c_s^2} + \frac{uu : (ee_i - c_s^2 I)}{2c_s^2} \right] \]  

(4)

where \( c_s \) is the speed of sound of the lattice and defined as \( c_s = \frac{\sqrt{e}}{\sqrt{\tau}} \). Lattice velocities \( e_i \) and lattice weights \( w_i \) are chosen in accordance with the D2Q9 model, and given by Eq. 5 and 6.

\[
\begin{cases} 
0 & i = 0 \\
\frac{4}{9} & i = 1 \ldots 4 \\
\frac{1}{9} & i = 1 \ldots 4 \\
\pi & i = 5 \ldots 8 \\
\sqrt{\pi} \frac{1}{2} & i = 5 \ldots 8 \\
\end{cases}
\]

(5)

\[
\begin{cases} 
\frac{49}{36} & i = 0 \\
\frac{1}{9} & i = 1 \ldots 4 \\
\frac{1}{36} & i = 5 \ldots 8 \\
\end{cases}
\]

(6)

The volume averaged density and volume averaged velocity are calculated through Eq. 7.

\[ \rho = \sum_i f_i, \quad \text{and} \quad \rho u = \sum_i e_i f_i \]  

(7)

Through the Chapman-Enskog expansion, an unmodified LBE retains the Navier-Stokes Equation, given by Eq. 8, in the near-incompressible limit \([25]\).

\[ \frac{\partial(\rho u)}{\partial t} + \nabla \cdot (\rho uu) = -\nabla P + \nabla \cdot \left( \rho \nu_e (u \nabla + \nabla u) \right) \]  

(8)

where \( P \) is the fluid pressure and \( \nu_e \) is the effective kinematic viscosity corresponding to the viscous stress that exists within the fluid itself (as opposed to kinematic viscosity \( \nu \), which relates to the viscous stress near solid-liquid interfaces). We can group this equation into accelerating elements. The left hand side of Eq. 8 is the inertial element. The right hand side consists of the pressure and viscous elements.

In summary, fluid is treated as a statistical ensemble of point like particles, the time evolution of which is governed by a series of streaming and collision steps. Although many assumptions have been made in this kinetic description, it is proven in the macroscopic near-incompressible limit that the LBE retains the incompressible Navier-Stokes solution.

2.2. The Generalized Lattice Boltzmann Model

Soon after its emergence, the LBE was successfully applied to fluid flow at pore scales \([26]\). A primary advantage of the method is to simulate complex porous geometries without generating a complex lattice mesh. By adding more nodes within the same volume, the resolution of the boundary between solid and fluid nodes is enhanced. This benefit, coupled with a simple parallelization procedure of the LB algorithm, allows for the fast and accurate simulation of fluid flow through a complex geometry \([27]\).

However, a detailed description of the pore geometry is unavailable over a large flow domain. Based on currently available measurement tools, only volume averaged rock properties (permeability and porosity) are obtainable. The representative volume element (REV) is the spatial extent over which this upscaling occurs \([28]\). Therefore, the Navier-Stokes equation is generalized to include empirically derived damping forces, which are a function of these volume averaged rock properties. Eq. 9 and 10 reflect the resistance to flow due the presence of porous medium.

\[ \frac{\partial(\rho u)}{\partial t} + \nabla \cdot \left( \rho uu \right) = -\nabla P + \nabla \cdot \left( \rho \nu_e (u \nabla + \nabla u) \right) + \rho F \]  

(9)

\[ F = -\frac{\phi v}{K} u - \frac{\phi F_e}{\sqrt{K}} |u| u + \phi G \]  

(10)

where \( F \) is the damping term, \( K \) is the permeability, \( \nu \) is the fluid viscosity due to shear between fluid and solid boundaries, and \( \phi \) is the rock porosity. \( F \) includes the linear in velocity Darcy term, the non-linear in velocity Forchheimer term and an external body force \( G \). As \( \phi \to 1 \) in the absence of porous media, the generalized Navier-Stokes equation reverts to the Navier-Stokes equation. At low flow velocities, the generalized Navier-Stokes equation reduces to Darcy flow, shown in Eq. 11.

\[ \phi v \frac{u}{K} = -\nabla P \]  

(11)
Significant variations of permeability and porosity over small distances require that the REV be treated as small as possible. Natural and induced fractures add another layer of complexity in modeling flow. Fracture geometries require high spatial resolution. A generalized LBM developed for the simulation of a slightly compressible fluid through porous media at REV scale is uniquely suited to incorporate these complexities.

Several LB models have been developed to simulate fluid flow through porous medium at the REV scale [17, 18, 19]. Selection of an optimal model should incorporate all relevant flow mechanisms, which govern fluid flow in a highly heterogeneous medium.

Within the LB framework, Guo et al. [20] proved through the Champman-Enskog expansion that the generalized Navier-Stokes equation can be obtained from a a generalized lattice Boltzmann model (GLBM). To represent the presence of porous medium at every lattice node, the LBE is expanded to include a damping term, which is a function of the volume averaged permeability and porosity shown in Eq. 12 and 13.

\[
f_i(x + \epsilon \delta_i, t + \delta t) = f_i(x, t) - \frac{(f_i(x, t) - f_i^{eq}(x, t))}{\tau} + \delta t F_i \tag{12}
\]

\[
F_i = w_i \rho \left[1 - \frac{1}{2\tau}\right] \left[\frac{\epsilon_i \cdot F}{c_s^2} + \frac{\epsilon_i \cdot u : \epsilon_i - c_i^2 I}{2\phi c_s^4}\right] \tag{13}
\]

where the particle distribution functions \(f_i\) are treated as equilibrium distribution functions under the assumption of small deviation from local equilibrium [14]. \(F\) is the hydrodynamic damping force shown in Eq. 10. The discretized density distribution function is also altered to reflect the presence of a porous medium shown in Eq. 14.

\[
f_i^{eq} = w_i \rho \left[1 + \frac{\epsilon_i \cdot u}{c_s^2} + \frac{uu : \epsilon_i - c_i^2 I}{2\phi c_s^4}\right] \tag{14}
\]

The equilibrium distribution function and the forcing term within the generalized LBE are both a function of the macroscopic fluid velocity. To solve for this unknown, the fluid velocity is defined by Eq. 15.

\[
\rho u = \sum \epsilon_i f_i + \frac{\delta t}{2} \rho F \tag{15}
\]

\(F\) is also a function of \(u\) and so Eq. 15 is non-linear with respect to velocity. Since the macroscopic velocity is quadratic, Eq. 15 can be re-written as Eq. 16.

\[
u = \frac{v}{c_0 + \sqrt{c_0^2 + c_1|v|}} \tag{16}
\]

where \(v\) is termed the temporal velocity and defined in Eq. 17.

\[
\rho \nu = \sum \epsilon_i f_i + \frac{\delta t}{2} \rho F \tag{17}
\]

\(c_0\) and \(c_1\) are shown in Eq. 18 and 19.

\[
c_0 = \frac{1}{2} \left[1 + \frac{\delta t}{2} \sqrt{\frac{v}{K}}\right] \tag{18}
\]

\[
c_1 = \phi \frac{\delta t}{2} \frac{F_c}{\sqrt{K}} \tag{19}
\]

The local density computation is identical to the unmodified LBM, where lattice density is equivalent to the summation of individual density distribution functions. In a supplementary article [29], Guo et al. shows how the governing macroscopic equations are retained through the Chapman-Enskog expansion in the near-incompressible limit. Through this analysis, equations of state are developed, shown in Eq. 20.

\[
P = \frac{c_1^2 \rho}{\phi} \text{ and } v_c = c_1^2 (\tau - \frac{1}{2}) \delta t \tag{20}
\]

3. LBM in a Fractured Reservoir System

The following two sections will provide the reader with a comprehensive methodology for applying the GLBM [29] towards the fractured reservoir system (FRS). Along with the GLBM itself, we must also consider the boundary conditions between the fracture network system and the porous media. In addition a consistent method for converting between the lattice system and the physical system must be established.

3.1. Lattice to Physical System Conversions: Dynamic Similarity

For two systems of different scales to exhibit identical flow evolutions, dynamic similarity must exist. Dynamic similarity ensures that two systems have identical length scale, time scale, and force scale ratios [30].

We will consider two geometries - the well and fracture. For the lattice system and physical system to exhibit geometric similarity, all three spatial dimension ratios of the reservoir as well as the ratio of well and fracture length to reservoir length must be identical.

A means to measure time scale and force scale ratios is by the non-dimensionalization of the generalized Navier-Stokes equation, through which the relative magnitudes of each force are compared. To derive the non-dimensional form of the generalized Navier Stokes equation, all flow dependent variables are substituted for a linear combination of the associated non-dimensional variables and characteristic system variables. A set of characteristic system parameters provide a constant measure of conversion between the physical and dimensionless systems. Typically, boundary conditions inform which parameters are suitable.

The characteristic length \(r_{0,p}\) is the physical distance from the inner boundary (well and fracture) to the edge of the reservoir. A second choice for the characteristic length is the node to node distance, or the resolution of the lattice, in physical units. The characteristic time \(t_{0,p}\) is chosen to be the fastest time scale for which a fluid can travel the characteristic length. This time scale occurs when the well is opened to production and exhibits the highest flow velocities, providing a bright line measurement for the characteristic velocity \(u_{0,p}\). The characteristic time \(t_{0,p}\)
can also be chosen for the time over which a boundary condition changes. The physical variables, \( r_p, t_p, \) and \( u_p \) are listed in

\[
rd = r_p/r_0, \quad td = t_p/t_0, \quad ud = u_p/u_0
\]

(21)

Eq. 22 completes the set of dimensionless variables required for the nondimensionalization of the generalized Navier-Stokes equation.

\[
\nabla \phi = \frac{r_0}{r_p} \nabla \phi, \quad \nabla \phi = \frac{r_0}{r_p} \nabla \phi, \quad P_d = \frac{P_p}{\mu \frac{r_0}{r_p}}
\]

(22)

where the physical pressure is nondimensionalized by a characteristic viscous shear stress. The governing flow equation to be made dimensionless is an alternate form of the generalized Navier-Stokes equation, shown in Eq. 23, where only the Darcy term within the damping force is considered.

\[
\frac{\partial u}{\partial t} + \nabla \cdot \left( \frac{\mu u}{\phi} \right) = \frac{1}{\rho} \nabla p + \nu \nabla^2 u - \frac{\phi}{K} u
\]

(23)

Eq. 23 shows five forcing elements: the time dependent term (variation), convection, pressure, diffusion, and damping in the order that they appear. A dimensionless form of the governing equation, shown in Eq. 24, is obtained by substituting the dimensionless variables found in Eq. 21 and 22. The full derivation can be found in Appendix A.

\[
\frac{Re}{St} \frac{\partial u_d}{\partial t_d} + Re \nabla \cdot \left( \frac{u_d u_d}{\phi} \right) = -\nabla_d P_d + \nabla^2 u_d = \frac{\phi}{JDa} u_d
\]

(24)

\[
Re = \frac{t_p}{r_0}, \quad J = \frac{v}{\nu}, \quad Da = \frac{K}{r_0^2}, \quad S_t = \frac{l_0}{r_0}
\]

(25)

The final non-dimensionalized formulation shows that the evolution of the flow field is governed by five dimensionless parameters - the Reynolds number \( Re \), the Viscosity Ratio \( J \), the Darcy number \( Da \), porosity \( \phi \) and the Strouhal number \( S_t \).

In proposing the GLBM, Guo et al. mentioned only four non-dimensional parameters governing the evolution of the flow. Shown in the non-dimensional form of the generalized Navier-Stokes equation above, the Strouhal number is also a necessary component when considering the equivalency between physical and lattice systems. The Strouhal number is the ratio of the characteristic flow time scale, \( t_0, \phi \), normalized by the reference time, \( t_0 \). If boundary conditions are changing quickly compared to the flow itself, which can be the case if the bottom-hole pressure rapidly drops, then the Strouhal number will highlight the difference in magnitude between the convective term and the temporal terms. For the purposes of the simulations posed in this paper, the boundary conditions are constant. Therefore, the Strouhal number will be at unity.

To simulate Darcy flow, a choice in parameters must be made such that the magnitude of the Reynolds number is negligible, the Strouhal number is at unity and the combination of the Viscosity ratio and the Darcy number minimized. Under these conditions, the non-dimensionalized governing equation given in Eq. 24 reduces to the dimensionless Darcy equation, shown in Eq. 27.

\[
\phi \frac{JDa}{u_d} = -\nabla_d P_d
\]

(27)

We have determined a set of dimensionless parameters, which govern fluid flow evolution by nondimensionalizing the momentum balance equation. Let us apply the same technique to the continuity equation given by Eq. 28 for the case of an near-incompressible fluid with no sinks or sources.

\[
\frac{\partial}{\partial t}(\rho u) = -\nabla \cdot (\rho u)
\]

(28)

Eq. 29 is the dimensionless form of Eq. 28. The derivation can be found in Appendix B.

\[
\frac{\partial}{\partial t}(\rho u) = -\nabla \cdot (\rho u)
\]

(29)

The rate at which density changes over the flow field is proportional to the combined magnitude of the porosity, Darcy and the Strouhal number. This dimensionless grouping allows for a scaling of the characteristic time step. Any scale up to the characteristic time can be absorbed into the permeability term.

To conclude the discussion on dimensionless numbers, a mesoscopic description of a fluid can simulate identical flow evolutions to a system several orders of magnitude in size larger by ensuring that the ratio of forces acting on a volume of fluid is identical and dynamic similarity is maintained. Dimensionless numbers are the measure by which we ensure this similarity.

3.2. Well and Fracture Boundary Conditions

Although high variations in permeability and porosity require the node to node length be minimized, the dimensions of the well and fracture are often smaller than the imposed unit node length. Therefore, it is often necessary to treat system boundaries with as few lattice nodes as possible. However, to retain the governing macroscopic flow equations through the Chapman-Enskog expansion, there must be sufficient node resolution to distinguish between the hydrodynamic and kinetic regimes [25]. The Chapman-Enskog analysis depends on the expansion through the smallness parameter, which is the ratio between the kinetic mean-free-path length and the hydrodynamic (smallest macroscopic) length. When the LBE simulates fluid flow over a few lattice nodes, there is no separation between the kinetic and hydrodynamic scales, calling the method’s validity into question [31].

A low resolution boundary of the well and fracture boundary is achievable, however, through a combination of the damping term inherent to the GLBM and a modified Zou-He boundary condition applied to the well and fracture system. This section will contain the derivation and the procedure to apply a modified Zou-He boundary.
First, to establish the geometry of a constant pressure well and linear fracture, the boundary nodes should be set upon the nearest neighboring nodes of the boundary. In this way, the size of the well and the width of the fracture is incorporated. Pressure is interpolated linearly between the boundary and the nearest neighboring nodes extending radially from the boundary, as shown in Fig. 4.

![Figure 4: Pressure is interpolated from the boundary (red) to the nearest neighboring lattice nodes (yellow) at each time step. At these neighboring nodes, the density distribution functions are solved using a modified Zou-He Boundary Condition.](image)

From the interpolated pressure, the lattice neighboring node density is calculated through an equation of state, given by Eq. 20. The interpolated density is used to solve for the unknown density distribution functions [32].

![Figure 5: The area pictured in red is the non-computational regime wherein the boundary lies. The yellow nodes are the nearest neighboring nodes to the boundary. The arrows represent the distribution components that stream from areas not within the computational regime. These distributions are solved through a modified Zou-He boundary condition.](image)

Pictured in Fig. 5 is the area in which the well and fracture boundary lies. On the face of these boundaries, a direct application of the Zo-He boundary condition will yield all unknown distributions that are in the true direction of fluid flux. At the corner nodes of the fracture boundary, the flux is neither normal nor parallel to the containing boundary surfaces and therefore the Zo-He boundary must be modified to capture the distribution functions which are in the true direction of fluid flux.

As an example calculation, consider the bottom left corner node of the fracture in Fig. 5b. The unknown distribution functions, \( f_3, f_4, \) and \( f_7 \) are calculated in Eqs. 30, 31, and 32:

\[
f_3 = f_1 + \frac{2}{5}\left(\rho - (f_0 + f_6 + f_8 + 2(f_1 + f_2 + f_3))\right) + 2(f_6 - f_8) \tag{30}
\]

\[
f_4 = f_2 + \frac{2}{5}\left(\rho - (f_0 + f_6 + f_8 + 2(f_1 + f_2 + f_3))\right) + 2(f_6 - f_8) \tag{31}
\]

\[
f_7 = f_5 + \frac{1}{5}\left(\rho - (f_0 + f_6 + f_8 + 2(f_1 + f_2 + f_3))\right) \tag{32}
\]

The full derivation is found in Appendix C. We can apply the modified Zou-He boundary to the well for a more robust treatment of the unknown distribution functions of the well boundary.

To summarize, minimal node usage of the inner boundary is likely in the case of a sparse grid lattice configuration. There have been concerns over low resolution boundaries not respecting the Chapman-Enskog assumptions. In addition, low resolution boundaries can pose problems including the development of lattice effects (flow evolutions that are a result of the underlying grid geometry) [14]. A modified Zo-He boundary condition is established to counteract unrealistic flow evolutions and provide stable and accurate simulation results.

### 3.3. Reservoir Edge Boundary Conditions

Two outer boundary conditions are considered in reservoir simulation: the no-flow boundary condition and the constant pressure boundary condition. The no-flow boundary condition simulates a volumetric reservoir (no external sources of flow on the outer boundary). The constant pressure boundary simulates a reservoir that is bounded by another aquifer system.

Within the LB framework, a direct application of the Zo-He boundary condition on these outer nodes is sufficient. For the simulations posed in this paper, a no-flow boundary condition is used.

### 4. Results

#### 4.1. Homogenous Simulation

The homogenous simulation inputs for the well and the fracture for both the LBM and commercial simulation are as follows: The reservoir is segmented into a 2D array of 200x200 nodes / grid blocks. The node to node distance (or length of the grid block) is 1m.

The fluid is treated as slightly compressible and the reservoir is fully saturated. Rock compressibility is omitted. The permeability \( K = 1 \) darcy and porosity \( \phi \) is set at 20%.

The diameter of the well is 0.2m set directly upon the center node. The fracture is treated as a line source positioned equidistantly from the surrounding nodes. Three fracture lengths are considered for simulation - 80m, 120m, and 160m.

The initial pressure of the reservoir is 100 kPA and the bottomhole flowing pressure is set to be 95% of the initial reservoir pressure. The inner boundary is treated as a constant pressure boundary and the edge of the reservoir maintains a no flow boundary condition. Refer to Section: \textit{Lattice to Physical System Conversions: Dynamic Similarity} for converting physical parameters into lattice parameters.
Fig. 6 and 7 show the simulation results for a constant pressure well and fracture producing from a homogenous reservoir. These results are compared against the commercial simulation runs. For both the well and fracture simulations, the results are in excellent agreement for the case of Darcy flow.

We have also compared the GLBM of a linear fracture of various lengths with the Joshi model [33]. The simulation ran under identical conditions as the homogenous simulations presented within this section, aside from a constant pressure boundary condition applied to the reservoir outer boundary. The Joshi model provides an analytical solution for horizontal well flow, but the same solution can be extended to that of a linear fracture. The mode of comparison is the productivity coefficient. The productivity coefficient is calculated as the ratio between the flow rate to the pressure difference at steady state conditions. Results show excellent agreement at small fracture lengths. However, a divergence between the analytical Joshi model and the GLBM develops at larger fracture lengths. This divergence is attributed to the inner boundary approaching the limits of the reservoir.

Figure 8: Comparison of GLBM simulation of linear fracture with Joshi formula for various fracture lengths. Productivity coefficient is calculated as the ratio between flow rate and pressure difference between linear fracture and surrounding reservoir. Divergence from analytical solution is due to fracture approaching boundary of reservoir.
4.2. Heterogenous Simulation

The heterogenous simulation inputs for the well and the fracture for both the LBM and commercial simulation are as follows: The reservoir is segmented into a 2D array of 220x60 nodes / grid blocks. The node to node distance (length of the grid block) is 3 m.

The fluid is treated as slightly compressible and the reservoir is fully saturated. Rock compressibility is omitted. The permeability and porosity arrays are taken from the 10th layer of the SPE-10 collaborative solution project, shown in Fig. D.1 in the Appendix [34]. The largest permeability value in the array is 2 Darcy and the minimum is $3.8 \cdot 10^{-6}$ Darcy. The maximum porosity value is 48% and the minimum is 0%. However, the generalized equilibrium distribution function, given in Eq. 14, cannot take porosity values of 0%. Therefore, all null values of porosity are treated as $10^{-6}$%.

For well simulations, the diameter of the well is 0.2 m set in the center of the reservoir. For fracture simulations, the fracture width is treated as a line source and is centrally positioned. Three fracture lengths are considered for simulation - 80 m, 120 m, and 160 m.

The initial pressure of the reservoir is 100 kPA and the bottomhole flowing pressure is set to be 95% of the initial reservoir pressure. The inner boundary is treated as a constant pressure boundary and the edge of the reservoir maintains a no flow boundary condition. Refer to the methodology section for physical to lattice conversion methodology.

Fig. 9 and 10 show the results for the simulation of fluid flow in a heterogenous porous material under production from a constant pressure well and fracture. The LBM results are compared against the commercial simulation results and show excellent agreement for both cases.
The GLBM FRS simulation shows excellent agreement in the recovery factor over the life of the reservoir for both homogenous and heterogenous cases. The agreement in simulation results supports the use of a modified Zou-He boundary condition for corner nodes of the well and linear fracture.

5. Conclusion

To summarize this work, we have shown that the lattice Boltzmann method can be accurately applied to the case of porous media flows at the REV scale within a fracture network environment. To do so, the original lattice Boltzmann method is extended through the Guo et al. method to incorporate damping terms present within the flow field due to the presence of porous media. A modified Zou-He boundary condition is then developed to model the interface between the well and fracture system with the surrounding porous media. The treatment of the boundary is important because the largest pressure drop exists immediately around the wellbore and fracture system and therefore the majority of the produceable fluid is in this region.

Lastly, a system of non-dimensional governing equations are derived for the case of the FRS such that the conversion between the lattice and physical system is consistent.

We present results for a homogenous and heterogenous porous system for the geometries of a well and linear fracture and compare our results with commercial simulation software suites for the case of Darcy flow. Results are in excellent agreement with analytical and finite-difference solutions.

The choice in using a lattice Boltzmann based reservoir simulation tool over other CFD techniques is often viewed as a matter of economics. The LBM can capture a wide range of flow regimes in highly disordered porous media at the REV scale with minimal cost associated with implementation - in other words, the LBM is very easy to implement. Not only is the underlying algorithm simple, but if one chooses a parallel implementation of the codebase for cases of simulating fine grained heterogeneities and complex fracture geometries, it is quick to develop.

In future work, a more complex fracture network will be simulated over multiple flow regimes. Our intention is to examine the differences in production that result from assuming alternative flow regimes and whether these elements make significant contributions to the evolution of the flow field. In addition, rock compressibility will be considered for high pressure reservoirs. Lastly, an analysis of the parallel LBM algorithm will be performed to be compare with other prominent CFD techniques for porous media flows.

Appendix A Non Dimensionalization of Generalized Navier Stokes

Equations A.1 and A.2 represent the set of non-dimensional system parameters used in the non-dimensionlization of the governing macroscopic fluid equation, shown in Eq. A.3. The dimensionless variables are formed through the reference of a characteristic system variable, which can be found in the text of this paper.

\[ r_d = \frac{r_p}{r_0,p}, \quad t_d = \frac{t_p}{t_{0,p}}, \quad u_d = \frac{u_p}{u_{0,p}} \quad (A.1) \]

\[ \nabla_d = \frac{r_{0,p}}{r_p} \nabla_p, \quad \nabla_d^2 = \frac{r_{0,p}^2}{r_p^2} \nabla_p^2, \quad P_d = \frac{P_p}{\mu_e r_{0,p}^2} \quad (A.2) \]

\[ \frac{\partial u}{\partial t} + \nabla \cdot (\frac{u u}{\phi}) = - \frac{1}{\rho} \nabla P + \nu_e \nabla^2 u - \frac{\phi \nu}{K} \quad (A.3) \]

After substitution of Eq. A.1 and A.2 into Eq. A.3:

\[ \frac{u_{0,p} \partial u_{td}}{v_e} + \frac{r_{0,p}}{r_p} \frac{u_{0,p} \partial u_{td}}{v_e} - \frac{r_{0,p}}{r_p} \frac{u_{0,p}}{v_e} \frac{2 \nu_e}{K} \frac{r_{0,p}^2}{\nu_e} \frac{\phi u_{td}}{\phi} = - \nabla_d P_d + \nabla_d^2 u_{td} - \frac{\phi}{J D u_t} \quad (A.4) \]

Each accelerating element within Eq. A.4 is composed of a group of characteristic system parameters and a non-dimensional group, which is of the order 1 everywhere within the flow field. The relative magnitudes of these forces (accelerating elements) are dictated by the characteristic system parameters. These coefficients have units of length / time².

We therefore can compare the relative magnitudes of each forcing element to one another to determine the dominating flow regime.

Let us compare the relative magnitude of the viscous force, given by \( \frac{v_e u_{0,p} r_{0,p}^2}{v_e} \), in Eq. A.4 to all other elements by dividing throughout by the viscous coefficient.

\[ \frac{u_{0,p} r_{0,p}}{v_e} \frac{r_{0,p}}{v_{0,p}} \frac{\partial u_{td}}{\partial t} + \frac{u_{0,p} r_{0,p}}{v_e} \frac{\partial u_{td}}{\partial t} - \frac{u_{0,p} r_{0,p}}{v_e} \frac{\nabla_d^2 u_{td}}{\phi} = - \nabla_d P_d + \nabla_d^2 u_{td} - \frac{\phi}{J D u_t} \quad (A.5) \]

\[ \frac{Re \ \partial u_t}{S t \ \partial t} + Re \ \nabla \cdot \frac{u_t u_d}{\phi} = - \nabla_d P_d + \nabla_d^2 u_{td} - \frac{\phi}{J D u_t} \quad (A.6) \]

\[ Re = \frac{u_{0,p} r_{0,p}}{v_e}, \quad J = \frac{v_e}{\nu}, \quad Da = \frac{K}{r_{0,p}^2} \quad (A.7) \]

\[ \phi = \frac{pore \ volume}{total \ volume}, \quad S t = \frac{l_{0,p} u_{0,p}}{r_{0,p}} \quad (A.8) \]
Appendix B Non Dimensionalization of the Continuity Equation

\[ \frac{\partial}{\partial t} (\rho \phi) = -\nabla \cdot (\rho u) \]  
(B.1)

By substituting in the Darcy correlation for fluid velocity in porous media,

\[ \frac{\partial}{\partial t} (\rho \phi) = -\nabla \cdot \left( \frac{K}{\nu} \nabla P \right) \]  
(B.2)

Using the variable assignments in A and \( \rho_0 \equiv \rho_0/p_{0,p} \), where \( \rho_0 \) is a characteristic system density, a simple substitution yields:

\[ \frac{\rho_0}{l_{0,p}} \frac{\partial}{\partial t} (\phi \rho_0) = -\frac{K}{\nu} \left( \frac{1}{r_{0,p}} \nabla \cdot \nabla (P_d) \right) \]  
(B.3)

By dividing the above equation throughout by the coefficient of the time dependent term, we arrive at the following:

\[ \frac{\partial}{\partial t} (\phi \rho_0) = -\frac{K}{\nu} \left( \frac{r_{0,p}}{r_{0,p}} \nabla \cdot \nabla (P_d) \right) \]  
(B.4)

\[ \frac{\partial}{\partial t} \phi = -\frac{1}{\phi} \frac{K}{\nu} \nabla \cdot \nabla (P_d) \]  
(B.5)

Appendix C Modified Zou-He Boundary Formulation

We assume that the bounce-back condition is valid for the non-equilibrium part of the distribution functions, given by Eqs. C.1 - C.3 [32].

\[ f_3 = f_1 + f_3^{eq} - f_1^{eq} \]  
(C.1)

\[ f_4 = f_2 + f_4^{eq} - f_2^{eq} \]  
(C.2)

\[ f_1 = f_3 + f_1^{eq} - f_3^{eq} \]  
(C.3)

If we solve for the equilibrium contributions in Eqs. C.1 - C.3 using Eq. 14, Eqs. C.4 - C.6 are formed.

\[ f_3 = f_1 - \frac{2}{3} \rho u_x \]  
(C.4)

\[ f_4 = f_2 - \frac{2}{3} \rho u_x \]  
(C.5)

\[ f_1 = f_3 - \frac{1}{6} \rho (\rho u_x + \rho u_y) \]  
(C.6)

By the definition of \( \rho \) we have:

\[ \rho = f_0 + f_1 + f_2 + f_3 + f_4 + f_5 + f_6 + f_7 + f_8 \]  
(C.7)

Further substitution of Eqs. C.4 - C.6 into Eq. C.7 leads to Eq. C.8:

\[ \rho u_x + \rho u_y = -\frac{6}{5} \left( \rho - (f_0 + f_6 + f_8 + 2(f_1 + f_2 + f_5)) \right) \]  
(C.8)

Next, we will employ the definition of the temporal macroscopic velocity, given by Eq. 17.

\[ \rho u_x = f_1 - f_3 + f_5 - f_7 + f_8 - f_6 \]  
(C.9)

Through the substitution of Eqs. C.4 - C.6 into Eq. C.9, we form Eq. C.10.

\[ \rho u_x - \rho u_y = 6(f_8 - f_6) \]  
(C.10)

Now, all the relevant information has been derived to solve for \( f_3 \), \( f_4 \), and \( f_7 \). The rearrangement and combination of Eqs. C.8 and C.10 yield:

\[ f_3 = f_1 + \frac{2}{5} \left( \rho - (f_0 + f_6 + f_8 + 2(f_1 + f_2 + f_5)) \right) + 2(f_6 - f_8) \]  
(C.11)

\[ f_4 = f_2 + \frac{2}{5} \left( \rho - (f_0 + f_6 + f_8 + 2(f_1 + f_2 + f_5)) \right) + 2(f_6 - f_8) \]  
(C.12)

\[ f_7 = f_3 + \frac{1}{5} \left( \rho - (f_0 + f_6 + f_8 + 2(f_1 + f_2 + f_5)) \right) \]  
(C.13)

Appendix D SPE-10 Permeability and Porosity Field

Figure D.1: SPE-10 Permeability (top) and porosity (bottom) data. Permeability values are scaled logarithmically for viewing. SPE-10 data is used to compare the generalized LBM with commercial simulation software. The 10th layer of the permeability and porosity field were used for simulation of 2D reservoir.
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